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Publication of statistical information by national agencies in the form of
microdata (i.e., individual records) raises the problem of preventing disclo-
sure of confidential information about particular respondents without signif-
icantly damaging the utility of the data being protected.

Often, statistical agencies disseminate information only in the form of ta-
bles. But, microdata—records which contain information about individuals
or establishments—offer far greater flexibility for statistical research, espe-
cially of an exploratory nature, than tables. As a result, there has been an
increasing demand from users for such data, and agencies would like to be
able to comply this demand, provided that confidentiality is not compro-
mised. In particular, there is a well-recognized need to prevent both identity
and attribute disclosure.

Before releasing microdata, a statistical office deletes from the data direct
identifiers, such as names and addresses; however, the risk of identification
still exists, for example, by means of linkage of existing databases, available
to the users, to the released data. So, in addition, released microdata are
typically perturbed, in order to make disclosure more difficult.

For such a purpose, a number of Statistical Disclosure Control (SDC)
techniques have been developed. Following are the most widely used SDC
methods for microdata:

• Rankswapping: First, values of variable Vi are ranked in ascending
order. Then, each ranked value of Vi is swapped with another ranked
value randomly chosen within a restricted range; e.g., the rank of
two swapped values cannot differ by more then p percent of the total
number of records.

• Microaggregation: Records are clustered into small aggregates or
groups of size at least k. Rather than publishing an original variable
Vi for a given record, the average of the values of Vi over the group to
which the record belongs is published. Classical microaggregation,
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according to [4], required that all groups, except perhaps one, be of
size k.

Variants considered include microaggregation on projected data
using z-scores projection and principal components projection (mul-
tivariate data are ranked by projecting them onto a single axis, using
the first principal component or the sum of z-scores, and then all the
groups, except perhaps one, are taken of the same size [1], [4], [3]),
and microaggregation on unprojected multivariate data.

• Additive noise: Random noise, usually normal noise with the same
correlation structure as the original unmasked data, is added [10],
[14], [11], [15], [2].

All the aforementioned methods have very different properties and affect
the data in a different way. The common feature for SDC methods is that
all of them are designed with two goals in a mind. First is to minimize
disclosure risk, that is, the risk to respondent confidentiality that the data
releaser would experience as a consequence of releasing the data. And the
second is to maximize data utility, that is, the value of the released data to
a legitimate data user. Note that these are usually conflicting goals, in the
sense that the methods with high utility usually have high disclosure risk
and the methods with low disclosure risk very often have low utility.

Different proposals can be found in the recent literature regarding utility
measures; see, for example, [6], [16], and [12].

In this paper, we adopt a broad utility measure, called propensity score
utility, recently proposed in [9]. This measure is both suitable for any dis-
tribution of the data and not tied to a particular data analysis.

Propensity score utility measures the distance between distributions of
original and masked data by the means of classification of the pooled data
into two groups: one corresponding to the original and the other correspond-
ing to the masked data.

Two varieties of disclosure risk are usually considered. Identification dis-
closure occurs when an intruder1 can associate a released record with the
individual or establishment to which it pertains. Typically, identification
disclosure is effected by record linkage (see, e.g., [7], [13], [12]) to an exter-
nal database containing identifiers. One measure of disclosure risk, then, is
the percentage of masked records that are linked “correctly” to their parent
records in the original data.

Attribute disclosure occurs when the intruder’s target is an original value
of a particular attribute, for example, the salary of a particular individual.
Attribute disclosure risk can be measured by the tightness of bounds for
attribute values in the original data given the masked data, as in [5] in the
context of tabular data.

In this paper, we show that for some masking methods, a considerable
gain of information about particular attributes is possible if only a single

1The generic term for an illegitimate use of the data.
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method is applied. This happens if the information about the parameters
of this method (such as the maximal range of ranks of the records which
could be swapped in the case of rankswapping or the number of records per
cluster for microaggregation) was reported. Almost always, however, only a
single method of perturbation, chosen in advance, is applied. A risk-utility
framework for selecting the method (as well as associated parameters) is
described in [8].2 As shown in [8], the methods differ rather dramatically
in terms of their effects on disclosure risk and data utility. Some are good
for one but not the other, some seem not especially good for either risk or
utility, and none is uniformly good for both.

These results raise the intriguing possibility of combining SDC methods in
such a way that the combined method is superior in terms of both disclosure
risk and data utility to either method alone. Focusing for simplicity on
combining two methods, the intuition is as follows. The first method should
be one that is

• good from the perspective of disclosure risk,
• not necessarily good in terms of data utility, but whose utility con-

sequences can be characterized.
Then, the second method should be chosen to “reverse” the utility conse-
quences of the first without harming disclosure risk.

In this paper, we show how these methods should be combined in order to
increase the utility of the released data set. We report the results of a simu-
lation study in which the first method is a particular form of microaggrega-
tion and various second methods are employed. The results of the simulation
study showed that the combined methods significantly outperform a single
method in terms of the utility. Regarding identification disclosure risk, the
disclosure risk of the combinations was larger than that of a single method;
however, the gain in utility is in general much more significant. For most
of the combinations, the risk remains still very low: less than one percent
of records are correctly identified. Clearly, even with combined methods,
there is no “free lunch.” As we noted earlier, high utility and low disclosure
risk are conflicting goals, in the sense that methods leading to substantially
increased data utility also carry increased disclosure risk. What combining
methods accomplishes is dramatic increases in utility accompanied by only
modest increases in risk.
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